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Abstract

A new temperature-modulated differential scanning calorimetry (TMDSC) technique is introduced. The technique is based on stochastic tem-
perature modulation and has been developed as a consequence of a generalized theory of a temperature-modulated DSC. The quasi-static heat
capacity and the frequency-dependent complex heat capacity can be determined over a wide frequency range in one single measurement without
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urther calibration. Furthermore, the reversing and non-reversing heat flows are determined directly from the measured data. Examples show the
requency dependence of the glass transition, the isothermal curing of thermosets and a solid–solid transition.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The heat flow Φ into the sample is usually described as the
um of two components, sensible and latent heat flow:

(T, t) = mcpβ + m�hr
dα

dt
(1)

here m is the sample mass, cp the specific heat capacity, β the
eating rate of the sample, �hr the specific enthalpy of a thermal
vent (e.g. enthalpy of reaction) and α is the extent of reaction
or more in general extent of structural change). In this paper
he term heating rate is used in the sense of temperature change
ate. This means in the case of cooling the heating rate is neg-
tive. The first term in Eq. (1) depends directly on the heating
ate. This is the so-called sensible heat flow, Φsens. The latent
eat flow, Φlat, is the second term in Eq. (1). It is determined
y the physico-chemical processes in the sample, which are
ependent on the change of internal variables far from an equi-
ibrium state. Thus, Φlat is not primarily driven by the heating
ate.

A conventional differential scanning calorimetry (DSC)
experiment at a constant heating rate is not able to separate
the two heat flow components of the measured signal. Various
techniques of temperature-modulated DSC (TMDSC) have been
developed to separate the heat flow components. In contrast to
conventional DSC, the heating rate of a TMDSC measurement
changes continuously. Typical examples of temperature pro-
grams are sequences of small temperature steps with isothermal
segments [1] or a superimposition of a constant underlying heat-
ing rate βu with a small periodic (e.g. sinusoidal) temperature
perturbation [2]. Using such temperature modulation methods
the change of the heat capacity during thermal events can be mea-
sured, even if the effect is masked by large quantities of latent
heat (e.g. heat of reaction) or during quasi-isothermal measure-
ments. Examples of such changes are the decrease of the heat
capacity during the cold crystallization of amorphous materials
[3], the decrease of cp due to vitrification during polymerization
[4–6] and the overlapping of the heat capacity change during the
evaporation of volatiles [7,8].

A further aspect of TMDSC is the analysis of relaxation
processes by measuring the frequency dependence of thermal
∗ Corresponding author. Tel.: +41 1 806 7438; fax: +41 1 806 7240.
E-mail address: Juergen.schawe@mt.com (J.E.K. Schawe).

events. For these measurements, the thermal response of the
sample has to be analyzed at different frequencies. The sim-
plest kind of a thermal relaxation is the thermal lag due to heat
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transfer in the instrument and the sample. The result is that the
heat capacity apparently becomes frequency dependent and a
phase shift between heating rate and heat flow occurs. The infor-
mation gained from the data can be used for the calibration of
the TMDSC signals [9,10].

In addition to simple relaxations due to heat transport, the
sample can show thermal relaxation processes due to the lag
in heat transfer from the fast external to slow internal degrees
of freedom. An example of such thermal relaxation processes is
the entropy fluctuation due to the co-operative rearrangements in
glass formers. This results in the heat capacity becoming time or
frequency dependent. An example for such a relaxation process
is the glass transition [11–14]. Analogous to the dielectric per-
mittivity or the mechanical compliance the frequency-dependent
heat capacity can be described by a complex function:

c∗
p(T, ω) = cf(T ) + c∗

s (T, ω) = cf(T ) + c′
s(T, ω) − jc′′

s (T, ω)

(2)

where cf is the part of the heat capacity due to the fast internal
degrees of freedom. These are primarily vibrational modes. cs
is due to the slow internal degrees of freedom, which cause the
frequency dependence of the heat capacity. This contribution of
the heat capacity is related to all types of structural relaxations
that occur close to (meta-stable) equilibrium. Because of the
phase shift between heating rate and heat flow, the frequency-
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ration method is that the reversing and non-reversing heat
flow generally does not match directly with the components
in Eq. (1).

(iii) Multi-frequency periodic modulations generated by super-
position of multiple sinusoidal functions [24] or the use of
non-sinusoidal modulation functions evaluated by use of
the Fourier transformation to get the spectral information
[25]: these methods are used for calibration purposes or to
measure the thermal relaxation of the sample.

A new advanced technique of temperature-modulated DSC
should ideally combine the separation of sensible and latent
heat flow and the measurement of the frequency-dependent heat
capacity over a wide frequency range. The reversing and non-
reversing heat flow components (Φrev and Φnon) as determined
by the evaluation procedure using single-frequency conventional
TMDSC [26] cannot be directly discussed in terms of thermody-
namic properties. The reason is the frequency dependence of the
non-reversing heat flow. This problem is discussed in reference
[27].

The demands for advanced TMDSC technologies can be sum-
marized as follows:

(i) The measurement of the quasi-static heat capacity (cp,0 =
c∗
p(ω → 0) = cp(t → ∞)).

(

(

T
m
fi
s
t

2

a
l
p

δ

w
t
t
a
t
β

t

β

ependent heat capacity is a complex function containing a real
art, c′

s, and an imaginary part, c′′
s . j is the imaginary unit. The

nowledge gained through the frequency-dependent heat capac-
ty provides information about the dynamics of the underlying

olecular processes [14–16].
Depending on the focus of interest, two different evaluation

pproaches can be applied to TMDSC measurements. These are
he determination of the frequency dependence of the complex
eat capacity and the separation of the heat flow into two compo-
ents. These components should be the sensible and latent heat
ow. However, depending on the experimental conditions, the
ata determined can show significant deviations from these two
eat flow components. The separated heat flow components are
herefore named reversing and non-reversing heat flow. Differ-
nt kinds of temperature modulation functions and evaluation
rocedures have been proposed:

(i) Stepwise temperature changes with isothermal segments
[1,17–19]: these types of temperature programs are espe-
cially useful for the separation of the heat flow regarding
Eq. (1). However, the time required for such experiments
is relatively long because the sample should always relax
to the equilibrium state during the isothermal segments.

(ii) Single frequency modulations: the modulation function can
be sinusoidal [2,4,20,21] or more complex, for example a
saw-tooth modulation [19,22]. Usually the first harmonic
is used for evaluation procedures. The single-frequency
modulation is used for the measurement of the frequency
dependence of the heat capacity [20,23] or for separat-
ing the reversing and non-reversing heat flow components
[2,21]. As discussed below, the disadvantage of this sepa-
(ii) The frequency independent determination of the non-
reversing heat flow.

iii) The ability to separate latent and sensible heat flow contri-
butions.

iv) The simultaneous determination of the frequency depen-
dence of the heat capacity over a broad frequency range.

hese requirements can be fulfilled in one single measure-
ent by using stochastic temperature modulation [28]. The
rst results presented here show examples of a glass tran-
ition, a polymerization reaction and a second order phase
ransition.

. Generalized theory of TMDSC

With the temperature programs commonly used for temper-
ture modulation, the temperature given by the constant under-
ying heating rate βu is superimposed by a small temperature
erturbation �T(t)

T (t) = �T0fmod(t) (3)

here �T0 is the maximum temperature perturbation (the ampli-
ude for periodical modulation) and fmod is the modulation func-
ion (for sinusoidal modulation fmod = sin(ω0t); ω0 is the used
ngular frequency). The modulated heating rate, βmod(t) is the
ime derivative of Eq. (3). The Fourier transforms of �T(t) and
mod(t) are �T(ω) and βmod(ω) = jω�T(ω), respectively. In the

ime domain the total heating rate is:

(t) = βu + d

dt
(�T (t)) = βu + βmod(t) (4)
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and in the frequency domain:

β(ω) = βu�(ω) + βmod(ω) (5)

where ω is the angular frequency (ω = 2πf; f is the frequency)
and �(ω)is the Dirac function. Combining Eqs. (1), (2) and (5)
gives the heat flow in the frequency domain

Φ(ω) = mc∗
p(ω)β(ω) + m�hrjωα (6)

Eq. (6) is valid for measurements in which the sample shows
linear behavior for the sensible heat flow component. The tem-
perature perturbation �T due to the modulation must therefore
be sufficiently small. For linear conditions, the heat capacity
determined is invariant to �T change [29,30].

The relation between the frequency-dependent heat capacity
and the time dependent heat capacity is given by [13]:

c∗
p(ω) = cf +

∫ ∞

0
ċs(t) e−jωt dt (7a)

ċs(t) = 1

2π

∫ ∞

−∞
(c∗

p(ω) − cf) ejωt dt (7b)

The inverse Fourier transformation of Eq. (6) yields the heat
flow in the time domain. This transforms the simple algebraic
p
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into the infinitely thin sample and the measured curve. The inte-
gral of Gs(t) is unity.

From Eqs. (8)–(10) the measured heat flow can be described
as:

Φm(t) = [Gs(t) ⊗ m(cf�(t) + ċs(t))] ⊗ βm(t)

+[Gs(t) ⊗ m�hrα̇] (11)

where βm is the heating rate at the temperature sensor. If the
dynamics of the latent heat flow is low compared to the time
constant of the DSC, we can assume that this component is not
smeared. With TMDSC measurements this is usually fulfilled
because of the relative low underlying heating rate. Eq. (11) can
then be simplified:

Φm(t) = [Gs(t) ⊗ m(cf�(t) + ċs(t))] ⊗ βm(t) + m�hrα̇ (12a)

or in the frequency domain

Φm(ω) = [g∗
s (ω)mc∗

p(ω)]βm(ω) + m�hrjωα (12b)

where g∗
s (ω) is the Fourier transform of Gs(t).

g∗
s (ω) =

∫ ∞

0
Gs(t) e−jωt dt (13)
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roduct in the first term of Eq. (6) to a convolution product.

(t) = m(cf�(t) + ċs(t)) ⊗ β(t) + m�hrα̇ (8)

here the convolution product is defined by A(t) ⊗ B(t) =
∞

0 A(t′)B(t − t′) dt′. Thus, the first term in Eq. (8) is:

cfδ(t) + ċs(t)) ⊗ β(t) = cfβ(t) +
∫ ∞

0
ċs(t

′)β(t − t′) dt′ (9)

ccording to Eq. (4) the heating rate is the sum of the constant
nderlying rate βu and the rate due to the small temperature
erturbation �T.

Eq. (8) describes the heat flow into an (infinitely thin) sample.
he measured heat flow, Φm is to a good approximation a linear

unction of Φ. The reason for the difference between Φ and
m is that the heat transfer conditions in the sample, crucible,

nd DSC sensor influence the signal shape. This results in a
roadening of the heat flow peaks or steps. This effect is called
mearing of the DSC curve by heat transfer. A simple model to
escribe such a smearing effect is given in reference [1]. If the
SC shows linear behavior, the smearing can be described by

he linear response theory using a convolution integral [31,32].
he measured heat flow Φm(t) is then

m(t) =
∫ ∞

0
Gs(t

′)Φ(t − t′) dt′ = Gs(t) ⊗ Φ(t) (10)

here Gs is the Green’s function or impulse response function
hich describes all dynamic heat transfer influences in the sam-
le and instrument from the measured curves (smearing). This
eans Gs characterizes the relation between the true heat flow
The influence of the heat transfer and the heat capacity of the
ample on the sensible heat flow component can be combined
n the generalized impulse response function G(t):

(t) = Gs(t) ⊗ m(cf�(t) + ċs(t)) (14)

he measured heat flow is then the convolution product of the
eneralized impulse response function with the heating rate and
he latent heat flow:

m(t) = G(t) ⊗ βm(t) + m�hrα̇ (15a)

ourier transformation of Eq. (15a) gives the frequency depen-
ency of the measured heat flow

m(ω) = g∗(ω)βm(ω) + m�hrjωα (15b)

here g*(ω) is the Fourier transformed function of G(t)

∗(ω) = g∗
s (ω)mc∗

p(ω) (16)

The experimental task is now to determine the latent heat
ow and the function g*(ω) using Eq. (15) within a frequency
ange that is as broad as possible. This problem can be solved
f the heat flow signal has spectral contributions over a wide
requency range. A signal that fulfils this requirement is a suit-
bly designed stochastic temperature perturbation (see below).
*(ω) can then be determined by analyzing the correlation
etween the measured heat flow and the heating rate. According
o Eq. (16) we understand g*(ω) as a non-calibrated appar-
nt complex heat capacity. The related complex calibration
unction for the determination of mc∗

p(ω) from g*(ω) is then
/g∗

s (ω).
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The quasi static heat capacity cp,0 can be obtained through
integration of G(t) using Eq. (14):∫ ∞

0
G(t) dt = m

(
cf

∫ ∞

0
Gs(t) dt +

∫ ∞

0

∫ ∞

0
Gs(t

′)ċs(t − t′) dt′ dt

)

= m

(
cf +

∫ ∞

0
ċs(t

′) dt′
)

= m(cf + cs (t → ∞))

= mcp,0 (17)

Because of the characteristic behavior of the Fourier trans-
formation the integral of G(t) is related to g*(ω):∫ ∞

0
G(t) dt = g∗(ω → 0) (18)

The characteristic impulse response function g*(ω) can be
measured directly using a stochastic temperature modulation
with a wide frequency range. This function includes all the infor-
mation of the dynamics of the system (sample and instrument).
Furthermore g*(ω) is the apparent complex heat capacity, which
can be calibrated using a complex calibration function, as it
is well known from the conventional TMDSC [9,10]. Accord-
ing to Eqs. (17) and (18) the integral of G(t) or the limit of
g*(ω → 0) is directly the quasi-static heat capacity cp,0. Using
this evaluation, no dedicated calibration procedures for cp,0 are
n
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of the temperature perturbation. Because of the relatively slow
dynamics of this heat flow component and the relatively low
underlying heating rate by TMDSC, this component is prac-
tically not influenced by smearing due to heat transfer. The
measured heat flow is the sum of the smeared sensible heat
flow and the latent heat flow. Stochastic temperature modula-
tion and appropriate data processing allows the separation of
latent and sensible heat flow, the determination of the quasi-
static heat capacity without special calibration procedures, and
the measurement of the frequency-dependent apparent complex
heat capacity over a wide frequency range. This is the basis of
the TOPEM® technology developed by METTLER TOLEDO.

3. Experimental and data evaluation

3.1. The experimental approach

Eqs. (15)–(18) yield the fundamental principles of stochastic
temperature-modulated DSC as realized in TOPEM® technol-
ogy. The basic idea involves four main steps:

(i) Selection of a modulation function that includes a broad
frequency spectrum. This is a stochastic temperature per-
turbation.

(ii) Separation of the measured heat flow into two components
according to Eq. (17). One component is correlated with

(

(

t
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ecessary.
According to Eq. (15) the result of the convolution of the

eating rate (input function) and the step response function is
he smeared sensible heat flow �sens,s:

sens,s(t) = G(t) ⊗ β(t) (19)

he latent heat flow

lat(t) = m�hrα̇ (20)

s the result of the underlying physical or chemical processes.
he measured heat flow according to Eq. (15) can be described
y the signal flow diagram in Fig. 1. The input signal is the (mea-
ured) heating rate given by the constant underlying heating
ate βu and the heating rate βmod of the stochastic tempera-
ure modulation. The system is the DSC instrument including
rucibles and sample. This system is characterized by the step
esponse function G(t). The heat flow component related to the
eating rate is the smeared sensible heat flow. This component is
verlapped by the latent heat flow, which is almost independent

ig. 1. Schematic of the signal flow in a DSC. βu is the underlying heating rate
nd βmod the additional heating rate due to the modulation function. Φsens,s is
he smeared sensible heat flow, Φlat the latent heat flow and Φm is the measured
eat flow.
the heating rate. This is the smeared sensible heat flow. The
other component, which is not correlated with the heating
rate, is the latent heat flow component. In accordance with
terminology frequently used in TMDSC, this component is
the non-reversing heat flow Φnon.

iii) The step response function g*(ω) is derived by analy-
sis of the correlation between the smeared sensible heat
flow component and the heating rate. The quasi-static heat
capacity cp,0 is determined by Eq. (18). From this prop-
erty, the reversing heat flow is calculated by multiplica-
tion of the underlying heating rate and the sample mass:
Φrev = mcp,0βu. The so-called total heat flow is the sum of
the reversing and non-reversing heat flows

iv) Determination of the complex heat capacity according to
Eq. (16) for each selected frequency. For the determination
of the calibration function, the data of cp,0 outside of the
transition can be used.

The names non-reversing and reversing heat flow emphasize
hat these components are the results of evaluation procedures.
he identity Φnon = Φlat is only valid if the measurement con-
itions are within the limits of linearity. This means that the
emperature step of the stochastic temperature perturbation �T
nd the underlying heating rate must be sufficiently small. The
eversing heat flow becomes the same as the sensible heat flow
t the selected underlying heating rate Φsens(βu) if the related
requency in addition approaches zero. These limitations are
ot specific to stochastic temperature modulation and have to be
aken into account in all TMDSC techniques.

Using stochastic temperature modulation and data processing
s realized by TOPEM® the dynamic behavior of the sample can
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be analyzed over a wide frequency range in one single measure-
ment. The reversing heat flow signal based on the quasi-static
heat capacity and the non-reversing heat flow signal is a direct
result of the correlation analysis.

3.2. Temperature program

For stochastic temperature-modulated DSC, a large num-
ber of modulation functions and evaluation procedures can be
used [28]. The experiments were performed using a METTLER
TOLEDO DSC823e equipped with a FRS5 sensor. The tempera-
ture perturbation can be described by Eq. (3): �T(t) = �T0fmod(t).
The modulation function fmod(t) is generated as a stochastic
series of temperature pulses. (Fig. 2). �tp is both the time
between the pulses and the pulse width. It is generated by a
random number generator between two selected limits, the min-
imum, �tmin, and the maximum limit, �tmax. The modulation
function switches between ±1.

The lower time limit �tp,min is given by the signal time con-
stant of the instrument including the influence of crucible. This
time should be large enough that the sample can respond to the
temperature step. Under standard conditions this time �tp,min
is set to be 15 s. The maximum time �tp,max is related to the
thermal behavior of the sample. If a frequency-dependent heat
capacity is to be measured over a wide frequency range, �tp,max
s
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Fig. 3. Part of a typical temperature function.

program is shown in Fig. 4. It is almost constant in the relevant
frequency range.

Part of a typical heat flow curve is shown in Fig. 5.

3.3. Data evaluation procedure

The heat flow Φm(k�t) and the temperature Tm(k�t) data
are measured using an analog-digital converter (k = 1, 2, . . .). A
sampling interval, �t of 0.1 s was selected. A common transfor-
mation for such a discrete function is the z-transformation:

Φm(z) =
∞∑
i=0

Φm(i�t)z−i (21)

To convert the z-transformed function to a discrete Fourier
transformed function, z has to be substituted by ejω�t. In accor-
dance with the Fourier transformation the convolution product
becomes a simple algebraic product in the z-space. Consequently
the z-transformed measured heat flow is (Eq. (15))

Φm(z) = g(z)β(z) + Φlat(z) = Φsens,s(z) + Φlat(z) (22)

F
m

hould be set to 100 s or larger. In this case a low underlying
eating rate should be selected. If a wide frequency range is not
mportant, �tp,max can be set to lower values. The standard value
s 30 s.

The maximum temperature perturbation, �T0, is a parameter
hat is important to fulfill linearity conditions. The maximum
alue of �T0 depends on the thermal event. For example, during
glass transition and cold crystallization, a value of 0.5 K is

mall enough. However, during a critical phase transition, �T0
hould be in the order of 1 mK.

The program temperature is determined by superimposition
f the temperature due to the underlying heating rate and the
emperature modulation. A typical measured temperature signal
sing the default parameters is shown in Fig. 3.

To illustrate the resulting temperature change, a measured
emperature curve is shown in Fig. 3. This data is used for further
ata processing. The frequency spectrum of such a temperature

ig. 2. Segment of a typical modulation function. The pulse time �tp at the
osition i and k are marked.
ig. 4. Spectrum of the heating rate amplitude determined from a 30 min seg-
ent of the measured temperature.
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Fig. 5. Segment of a measured heat flow curve.

where g(z) and β(z) are the z-transformation of G(t) and β(t),
respectively. A strategy to find a numerical stable solution is
the approach to describe the impulse response function g(z) as
a rational multi-parametric function:

g(z) =
∑p

i=0 bi z
−i∑q

i=0 ai z−i
(23)

where bi and ai are parameters. The parameter a0 is usually set
to a0 = 1.

Eqs. (22) and (23) are the basis of the data evaluation proce-
dure. The results depend not only on the numerical procedure
but also on the quality of the experimental data. This means
the experimental parameters must be adequate (low underlying
heating rate, small temperature perturbation and large frequency
range). If this is not fulfilled, the numerical algorithm produces
data that should not be discussed in the framework of thermo-
dynamics. Because of this possibility, in Eq. (22) we substitute
the terms sensible and latent heat flow with reversing and non-
reversing heat flow [26]. Eq. (22) then becomes

Φm(z) = g(z)β(z) + Φnon = Φrev(z) + Φnon(z) (24)

For simplification of the following calculations, the non-
reversing heat flow is set to be a constant in the time-domain.
This is a good practical approximation, but not necessary for our
further discussion.

o
e
d

Φ

T
i
(

and t. The related time intervals depend on the dynamic behav-
ior of the sample and the instrument. For example, p�t depends
on the time constant of the DSC sensor. The larger the time
constant, the larger is p at a given sampling interval �t.

In the numerical evaluation procedure, Eq. (25) is set up for
each data point in the relevant interval. Φnon and the parame-
ters ai and bi are determined by solution of the resulting system
of linear equations. Such a procedure is related to step (ii) of
the TOPEM® procedure described above. The non-reversing
heat flow is thus a direct result of the first step of the evalua-
tion procedure. The resulting parameters ai and bi describe the
frequency-dependent characteristic function g*(ω).

To realize step (iii) of the TOPEM® procedure (determination
of the quasi-static heat capacity, cp,0 and the reversing heat flow)
we have to determine g*(ω → 0).The non-reversing heat flow is
given by

Φnon = mcp,0βu (26)

The total heat flow is the sum of both independently determined
heat flow components

Φtot = Φrev + Φnon (27)

As mentioned above, the non-reversing heat flow determined
by the TOPEM® procedure is independent of selected frequen-
cies. It is related to quasi-static conditions. Furthermore, the
n
t
t
p
m
t
t
s

f
f
(
d
c
o
ω

r
r
=
o

|

P
e

4

4

(

By inserting Eq. (23) in Eq. (24), application of the translation
peration of the z-transformation (Φ(z)z−i = Φ((n − i)�t) and
xecution of simple algebraic operations, it follows for the kth
ata point that

m(k�t) =
p∑

i=0

biβ((k − i)�t) −
q∑

i=1

aiΦm((k − i)�t)

+ Φnon

q∑
i=0

ai (25)

his equation emphasizes that the actual value of the heat flow
s determined by the heat flow signals in the past (between
t − q�t) and (t − �t)) and the heating rate between ((t − p�t)
on-reversing heat flow is directly determined. Consequently,
hese properties can be linked to the thermodynamic proper-
ies like sensible and latent heat flow. If the measurement is
erformed under almost linear and stationary conditions, agree-
ent between the reversing and sensible heat flow and between

he non-reversing and latent heat flow improves. Such condi-
ions can be achieved with small temperature perturbation and
ufficiently low underlying heating rates.

In step (iv) of the TOPEM® procedure, the complex
requency-dependent heat capacity c∗

p(ω) is determined at dif-
erent selected frequencies. According to Eq. (16) the apparent
non-calibrated) complex heat capacity, c∗

p,a(ω), can be directly
etermined using the parameter set. One way to determine the
alibration function g∗

s (ω) is a comparison of the absolute value
f the apparent complex heat capacity at each selected frequency
0 with the quasi-static heat capacity. Outside a thermal event

egion, c∗
p(ω0)| = cp,0 and ϕ = 0. The phase ϕ is related to the

atio of the imaginary and real part of the heat capacity: ϕ

arctan(c′′/c′). Consequently, it follows that in such a region
f the curve

g∗
s (ω0)| = cp,0

|c∗
p,a(ω0)| and ϕ = 0 (28)

rocedures to calibrate inside the transition region are described
lsewhere [9,33–35].

. Results and discussion

.1. Frequency dependence of the glass transition

The glass transition of a technical polystyrene (PS)
Mw = 350,000 and Mn = 170,000) was measured using a
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Fig. 6. The real part of the complex heat capacity c′
p at different frequencies in the glass transition region of polystyrene (right) and the resulting activation diagram

(left). The dashed line represents a fit using the Vogel-Fulcher equation.

underlying heating rate of 0.02 K/min. The maximum temper-
ature perturbation of the modulation function was �T0 = 0.5 K
(Fig. 6). The times between the pulses were set to be between
�tp,min = 1 s and �tp,max = 100 s. The heat capacity change in
the glass transition region was evaluated at frequencies between
5 mHz and 200 mHz. This frequency range could be swept in
a single measurement. The glass transition temperature Tg was
determined for each frequency as the temperature of the half step
height. Tg increases with increasing frequency. In the left part
of Fig. 6 the data are plotted in an activation diagram (log f ver-
sus 1/T). The measured points are fitted using the Vogel-Fulcher
equation

f = A exp

(
− B

T − Tv

)
(29)

where A is the pre-exponential factor, B the curvature parameter
and Tv is the Vogel temperature [23]. The parameters for the fit
in Fig. 6 are A = 2 × 106 s−1, B = 500, Tv = 334 K.

4.2. Isothermal curing of a thermoset

A thermoset consisting stoichoimetric amounts of digly-
cidylether of bisphenol A (DGEBA) and diaminodiphenyl
methane (DDM) was cured isothermally at 80 ◦C (Fig. 7). The
total heat flow curve shows the course of the exothermic reac-
t
h
A
d
i
d
t
(
a

t
T
t
t

Fig. 7. Heat capacity curves (upper) and the total heat flow curve (lower) mea-
sured during isothermal curing of the system DGEBA-DDM at 80 ◦C.

Fig. 8. Quasi-static heat capacity and the total, reversing and non-reversing heat
flow curves of the solid–solid transition of sodium nitrate.
ion (lower part in Fig. 7). At the same time, the quasi-static
eat capacity curve can also be determined (Fig. 7, upper part).
s the reaction proceeds, cp,0 first increases linearly and then
ecreases in a step. This step is a result of vitrification that occurs
n the course of the reaction. After vitrification, diffusion is hin-
ered. This causes the reaction rate to slow down dramatically so
hat the reaction almost stops. The vitrification time of 86.5 min
determined from cp,0) is therefore an important value for char-
cterizing the curing reaction.

Since vitrification is in fact a chemically induced glass transi-
ion [36], the c′

p–curing time curve is also frequency dependent.
he multi-frequency evaluation shows that at higher frequency

he step is shifted to shorter times. One advantage of this evalua-
ion is that the curves for different frequencies can be determined
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Fig. 9. (a) The heat capacity curves of NaNO3 in the temperature range 265 ◦C and 280 ◦C, measured at different temperature programs (curve 1: βu = 0.125 K/min,
δT0 = 0.1 K; curve 2: βu = 0.125 K/min, δT0 = 0.01 K; curve 3: βu = 0.02 K/min, δT0 = 0.001 K). (b) Scale expansion of diagram (a) in the temperature range between
272.5 ◦C and 276 ◦C. (c) Measured heat flow curve at βu = 0.02 K/min and δT0 = 0.001 K.

from a single measurement of the same sample, so that differ-
ences in the composition of different samples are not a source
of error.

4.3. Solid–solid transition of sodium nitrate

Sodium nitrate shows a second order phase transition around
275 ◦C [37]. In the phase transition of sodium nitrate the heat
capacity first increases with increasing temperature and then
suddenly decreases within 100 mK at the critical temperature.
To gain information about the physical nature of such transi-
tions, measurements have to be performed at very low heat-
ing rates (20 mK/min) and very small temperature modulations
(δT0 = 5 mK). As shown in Fig. 8, the non-reversing heat flow
curve indicates that the transition occurs without the release
of excess heat. This behavior is expected for a second-order
phase transition. For this measurement the reversing heat flow
is the sensible heat flow at the underlying heating rate. The non-
reversing heat flow becomes identical to the latent heat. The
separation between latent and sensible heat flow is clearly shown
in Fig. 8.

The repeatability even at very low amplitudes is shown in
Fig. 9. This figure shows the heat capacity curves measured
under different conditions. In the upper diagram on the right the
abscissa scale has been expanded to show the differences for
different settings of δT . The diagram on the left gives a general
o
a
p

All cp,0- curves show a good agreement in the absolute heat
capacity. Only the curve with the largest δT0 is slightly broader
in the region after the sharp decrease in heat capacity above the
critical temperature of about 275 ◦C. This is due to non-linear
conditions in the measurement. To improve the quality of the
experimental data, δT0 should be reduced. The best results are
obtained at δT0 = 0.01 K. Even for the very small temperature
perturbation at δT0 = 1 mK, the related curve shows very good
agreement with the curve measured with δT0 = 0.01 K. Only the
noise is somewhat higher at this extremly small temperature
modulation. To get an impression of the curve analyzed, the raw
heat flow curve measured at βu = 0.02 K/min and δT0 = 1 mK is
also plotted in Fig. 9. The peak-to-peak distance of the stochastic
heat flow signal is as low as 10 �W.

5. Conclusions

Information of thermal relaxation behavior can be obtained
from temperature-modulated DSC using a stochastic tem-
perature modulation technique. Based on the general theory
of temperature-modulated calorimetry the data evaluation is
described. By analyzing the correlation between the heating
rate and heat flow, information on the dynamic behavior of
the sample and the instrument are determined. This analysis
yields the quasi-static heat capacity cp,0 and the frequency-
dependent complex heat capacity c∗ (ω) without the need for
a
a
h

0
verview. The underlying heating rates used were 0.125 K/min
nd 0.01 K/min, respectively. The step height of the temperature
erturbation δT0 was selected to be 0.1 K, 0.01 K and 0.001 K.
p

dditional calibration procedures. c∗
p(ω) can be determined over

wide frequency range. A second result is the non-reversing
eat flow �non. This is the non-correlated heat flow component.
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The reversing heat flow is calculated from the quasi-static heat
capacity. All these quantities and their frequency dependence
can be determined in one single measurement.

At sufficiently low underlying heating rates and small tem-
perature perturbations, the resulting reversing and non-reversing
heat flows become identical to the sensible and latent heat flow
components for the underlying heating rate.

The concept of stochastic temperature-modulated DSC has
been recently realized in TOPEM® by METTLER TOLEDO.
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